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there is a 
conection 
betwen the 
two, right?

That means...

exactly!

Where did you 
learn so much 

about regresion 
analysis, miu?

Miu!

blink
blink

earth to 
Miu! Are you 

there?

First steps
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you were staring 
at that couple.

Ack, you 
caught me!

i got it!

it’s just...
they're studying 

together.

i wish i 
could study with 

him like that.

that's why i am 
Teaching you! And 
there’s no crying 

in statistics!

There, 
there.

pat

pat

We're finaly 
doing regresion 

analysis today. 
Doesn't that 

cher you up?

yes. i want 
to learn.

sigh

I’m
 

sor
y!
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Al right  
then, let’s go!  

This table shows the 
high temperature and 
the number of iced 

tea orders every day 
for two weks.

High temp. (°C) Iced tea orders

22nd (Mon.) 29 77

23rd (Tues.) 28 62

24th (Wed.) 34 93

25th (Thurs.) 31 84

26th (Fri.) 25 59

27th (Sat.) 29 64

28th (Sun.) 32 80

29th (Mon.) 31 75

30th (Tues.) 24 58

31st (Wed.) 33 91

1st (Thurs.) 25 51

2nd (Fri.) 31 73

3rd (Sat.) 26 65

4th (Sun.) 30 84

now...

...we'l first 
make this into a 
scater plot...

...like this. i se.

se how the dots 
roughly line up? That 

sugests these variables 
are corelated. The 

corelation coeficient, 
caled R, indicates 
how strong the  
corelation is. 

R ranges from +1 to 
-1, and the further it is 

from zero, the stronger 
the corelation.* i’l show 
you how to work out the 
corelation coeficient 

on page 78.
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R = 0.9069

Plotting the Data

* A positive R value indicates a 
positive relationship, meaning as 

x increases, so does y. A negative 
R value means as the x value 

increases, the y value decreases. 
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Here, R is large, 
indicating iced 

tea realy does 
sel beter on 
hoter days. 

yes, That 
makes sense!

but it’s not realy 
surprising.

obviously more 
people order 
iced tea when 
it's hot out.

True, this 
information isn't 
very useful by 

itself. you mean 
there's 
more?

sure! We 
haven't even 
begun the 

regresion 
analysis.

you can predict 
the number of 

iced tea orders 
from the high 
temperature.

oh, yeah...
but how?

today's high 
wil be 31° C

today's high 
wil be 27° C

31°C

Bing!

today, there 
wil be 61 
orders of 
iced tea!

iced tea

iced tea

high  
of  
31°...

remember what 
i told you the 

other day? Using 
regresion 
analysis...
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Basicaly, 
the goal of 
regresion 
analysis is...

...To obtain the 
regresion equation...

...in the form of  
y = ax + b.

if you input a high 
temperature for x...

What can that tel us?

...you can predict 
how many 

orders of iced 
tea there wil 

be (y).

ic
e
d
 t

e
a
 o

r
d
e
r
s

High temp. (°C) High temp. (°C)

ic
e
d
 t

e
a
 o

r
d
e
r
s

s
c
r
a
t
c
h

Hold on! 
let me grab 

a pencil.

s
c
r
it
c
h

The Regression equation

Are you 
ready?
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i se! Regresion 
analysis doesn't 
sem to hard.

Just 
you 

wait...

As i said earlier, y is the 
dependent (or outcome) 

variable and x is the 
independent (or predictor) 

variable. 

dependent variable independent variable

a is the regresion coeficient, 
which tels us the slope of 

the line we make.

That leaves 
us with b, the 
intercept. This 
tels us where 

our line croses 
the y-axis.

okay, got it. so how do i get the 
regresion equation? 

Hold on, Miu.

Finding the 
equation is 

only part of 
the story.

you also ned to 
learn how to verify 

the acuracy of 
your equation by 

testing for certain 
circumstances. let’s 
lok at the proces 

as a whole. 



68 Chapter 2 simple Regresion Analysis

Here's an 
overview of 
regresion 

analysis.

Draw a scater plot of the independent variable 
versus the dependent variable. if the dots line up, 

the variables may be corelated.

Calculate the regresion equation.

Calculate the corelation coeficient (R) and 
ases our population and asumptions. 

Conduct the analysis of Variance.

Calculate the confidence intervals.

Make a prediction!

What’s R ?

step 1

step 2

step 3

step 4

step 5

step 6

r
e
g

r
e
s
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n
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g
n
o

s
t
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s

General Regression 

Analysis Procedure



General Regresion Analysis Procedure 69

High temp. (°C) Iced tea orders

22nd (Mon.) 29 77

23rd (Tues.) 28 62

24th (Wed.) 34 93

25th (Thurs.) 31 84

26th (Fri.) 25 59

27th (Sat.) 29 64

28th (Sun.) 32 80

29th (Mon.) 31 75

30th (Tues.) 24 58

31st (Wed.) 33 91

1st (Thurs.) 25 51

2nd (Fri.) 31 73

3rd (Sat.) 26 65

4th (Sun.) 30 84
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We have to 
do al these 

steps?

For a 
thorough 

analysis, yes.

What do steps 4 and 5 
even mean?

we'l go over 
that later.

confidence?

diagnostics?

it's easier to 
explain with an 

example. let's use 
sales data from 

norns.

al 
right!

independent 
variable

dependent 
variable

step 1: Draw a scatter plot of the independent 
variable versus the dependent variable. if the 
dots line up, the variables may be correlated.

We’ve 
done that 
already.

First, draw a 
scater plot of the 
independent variable 
and the dependent 

variable.

Variance?
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And we know from 
earlier that the 

value of R is 0.9069, 
which is prety  

high.

it loks like 
these variables 
are corelated.

Do you realy 
learn anything 

from al 
those dots? 
Why not just 
calculate R ? The shape 

of our 
data is 

important!
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y = 0.2x + 69.5

lok at this chart. Rather 
than flowing in a line, 

the dots are scatered 
randomly.

you can stil find a 
regresion equation, 

but it's meaningles. The 
low R value confirms 
it, but the scater plot 

lets you se it with 
your own eyes.

always draw a 
plot first to 

get a sense of 
the data's shape.

oh, i se.  
Plots...are...
important!

When we plot 
each day’s high 

temperature against 
iced tea orders, they 

sem to line up.
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step 2: Calculate the regression equation.

now, let's make 
a regresion 

equation!

let's find 

a and b!

Finaly, 
the time 

has come.

let’s draw a 
straight line, 

folowing the 
patern in the data 

as best we can.

The litle arows are 
the distances from the 
line, which represents 
the estimated values 

of each dot, which are 
the actual measured 
values. The distances 
are caled residuals. 
The goal is to find the 
line that best minimizes 

al the residuals.

This is caled 
Linear Least 

Squares 
regresion.

High temp. (°C)
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We square the 
residuals to 

find the sum of 
squares, which 
we use to find 
the regresion 

equation.

i'l ad 
this to my 

notes.

steps within 

steps?!Differentiate Se with respect to a 
and b, and set it equal to 0.

Separate out a and b.

Isolate the a component.

Find the regression equation.

Calculate Sxx (sum of squares of 
x), Syy (sum of squares of y), and 
Sxy (sum of products of x and y).

Calculate Se (residual sum of 
squares).
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okay, let's start 
calculating!

Gulp

High temp. 

in °C 

x

Iced tea 

orders 

y x x−− y y−− x x−−(( ))2 y y−−(( ))2 x x y y−−(( )) −−(( ))

22nd (Mon.) 29 77 −0.1 4.4 0.0 19.6 −0.6
23rd (Tues.) 28 62 −1.1 −10.6 1.3 111.8 12.1

24th (Wed.) 34 93 4.9 20.4 23.6 417.3 99.2

25th (Thurs.) 31 84 1.9 11.4 3.4 130.6 21.2

26th (Fri.) 25 59 −4.1 −13.6 17.2 184.2 56.2

27th (Sat.) 29 64 −0.1 −8.6 0.0 73.5 1.2

28th (Sun.) 32 80 2.9 7.4 8.2 55.2 21.2

29th (Mon.) 31 75 1.9 2.4 3.4 5.9 4.5

30th (Tues.) 24 58 −5.1 −14.6 26.4 212.3 74.9

31st (Wed.) 33 91 3.9 18.4 14.9 339.6 71.1

1st (Thurs.) 25 51 −4.1 −21.6 17.2 465.3 89.4

2nd (Fri.) 31 73 1.9 0.4 3.4 0.2 0.8

3rd (Sat.) 26 65 −3.1 −7.6 9.9 57.8 23.8

4th (Sun.) 30 84 0.9 11.4 0.7 130.6 9.8

Sum 408 1016 0 0 129.7 2203.4 484.9

Average 29.1 72.6

yx Sxx Syy Sxy

Note: The bar over a variable (like x) is a notation that means 
 average. We can call this variable x-bar.

Find

•	 The sum of squares of x, Sxx: 
x x−−(( ))2

•	 The sum of squares of y, Syy: 
y y−−(( ))2

•	 The sum of products of x and y, Sxy: x x y y−−(( )) −−(( ))

* some of the figures in this chapter are rounded 
for the sake of printing, but calculations are 

done using the ful, unrounded values resulting 
from the raw data unles otherwise stated.
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Find the residual sum of squares, Se.

•	 y is the observed value.

•	 ŷ is the the estimated value based on our regression equation.

•	 y − ŷ is called the residual and is written as e.

The sum of the residuals squared is 
caled the residual sum of squares. 

it is writen as Se or RSS.

High 

temp. 

in °C 

x

Actual iced 

tea orders 

y

Predicted 

iced tea 

orders Residuals (e) Squared residuals( )2ˆy y−
22nd (Mon.) 29 77 a × 29 + b 77 − (a × 29 + b) [77 − (a × 29 + b)]2

23rd (Tues.) 28 62 a × 28 + b 62 − (a × 28 + b) [62 − (a × 28 + b)]2

24th (Wed.) 34 93 a × 34 + b 93 − (a × 34 + b) [93 − (a × 34 + b)]2

25th (Thurs.) 31 84 a × 31 + b 84 − (a × 31 + b) [84 − (a × 31 + b)]2

26th (Fri.) 25 59 a × 25 + b 59 − (a × 25 + b) [59 − (a × 25 + b)]2

27th (Sat.) 29 64 a × 29 + b 64 − (a × 29 + b) [64 − (a × 29 + b)]2

28th (Sun.) 32 80 a × 32 + b 80 − (a × 32 + b) [80 − (a × 32 + b)]2

29th (Mon.) 31 75 a × 31 + b 75 − (a × 31 + b) [75 − (a × 31 + b)]2

30th (Tues.) 24 58 a × 24 + b 58 − (a × 24 + b) [58 − (a × 24 + b)]2

31st (Wed.) 33 91 a × 33 + b 91 − (a × 33 + b) [91 − (a × 33 + b)]2

1st (Thurs.) 25 51 a × 25 + b 51 − (a × 25 + b) [51 − (a × 25 + b)]2

2nd (Fri.) 31 73 a × 31 + b 73 − (a × 31 + b) [73 − (a × 31 + b)]2

3rd (Sat.) 26 65 a × 26 + b 65 − (a × 26 + b) [65 − (a × 26 + b)]2

4th (Sun.) 30 84 a × 30 + b 84 − (a × 30 + b) [84 − (a × 30 + b)]2

Sum 408 1016 408a + 14b 1016 − (408a + 14b)  Se

Average 29.1 72.6 29.1a + b 

= xa b+

72.6 − (29.1a + b) 
= y xa b− +( ) =

Se

14

ŷ ax b= + ˆy y−

yx
S a b a b

e
= − × +( )  + + − × +( ) 77 29 84 30

2 2

⋯

Note: The caret in ŷ is affectionately called a hat, so we call this 
parameter estimate y-hat.
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Rearrange u and v from the previous step.

Rearrange u.

Rearrange v.

Differentiate Se with respect to a and b, and set it equal to 0. 
When differentiating y ax b

n
= +( )

−1

 with respect to x, the result is 
dy

dx
n ax b a

n
= +( ) ×

−1

.

•	 Differentiate with respect to a.

•	 Differentiate with respect to b.

dS

da
a b a be = − +( )  × −( ) + + − +( )  × −( ) =2 77 29 29 2 84 30 30 0⋯ u

dS

db
a b a be = − +( )  × −( ) + + − +( )  × −( ) =2 77 29 1 2 84 30 1 0⋯ v

2 77 29 29 2 84 30 30 0

77 29

− +( )  × −( ) + + − +( )  × −( ) =
− +( )

a b a b

a b

⋯

  × −( ) + + − +( )  × −( ) =
+( ) −  + +

29 84 30 30 0

29 29 77 30 30

⋯

⋯

a b

a b aa b

a b a b

+( ) −  =

× + × − ×( ) + + × + × − ×( ) =
84 0

29 29 29 29 77 30 30 30 30 84 0⋯

229 30 29 30 29 77 30 84 02 2+ +( ) + + +( ) − × + + ×( ) =⋯ ⋯ ⋯a b

Divide both sides by 2.

w

2 77 29 1 2 84 30 1 0

77 29

− +( )  × −( ) + + − +( )  × −( ) =
− +( ) 

a b a b

a b  × −( ) + + − +( )  × −( ) =
+( ) −  + + +( ) −

1 84 30 1 0

29 77 30 84

a b

a b a b  =

+ +( ) + + + − + +( ) =

+ +( ) + −

0

29 30 77 84 0

29 30 14 7

14

a b b

a b 77 84 0

14 77 84 29 30

77 84

14

29 30

14

+ +( ) =
= + +( ) − + +( )

=
+ +

−
+ +

b a

b a

b == −y xax

Multiply by -1.

multiply.

separate out  
a and b.

separate out  
a and b.

subtract 14b from both sides 
and multiply by -1.

isolate b on the left side of the equation.

The components in x are the 
averages of y and x.

y

Divide both sides by 2.

Multiply by -1.
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Plug the value of b found in x into line w (w and x are the results 
from Step 4).

29 30 29 30
77 84

14

29 30

14
29 77 32 2+ +( ) + + +( ) + +

−
+ +







 − × + +⋯ ⋯

⋯ ⋯

⋯a a 00 84 0

29 30
29 30 77 84

14

29 30

14
22 2

2

×( ) =

+ +( ) +
+ +( ) + +( )

−
+ +( )

−⋯

⋯ ⋯ ⋯

a a 99 77 30 84 0

29 30
29 30

14

29 30
2 2

2

× + + ×( ) =

+ +( ) −
+ +( )













+
+ +

⋯

⋯

⋯ ⋯

a
(( ) + +( )

− × + + ×( ) =

+ +( ) −
+ +( )



77 84

14
29 77 30 84 0

29 30
29 30

14

2 2

2

⋯

⋯

⋯

⋯











= × + + ×( ) −
+ +( ) + +( )

a 29 77 30 84
29 30 77 84

14
⋯

⋯ ⋯

x
w

Rearrange the right side of the equation.

Rearrange the left side of the equation.

29 30
29 30

14

29 30 2
29 30

14

29 3

2 2

2

2 2

2

+ +( ) − + +( )

= + +( ) − ×
+ +( )

+
+ +

⋯

⋯

⋯

⋯ ⋯ 00

14

29 30 2 29 30
29 30

14

29 30

14

2

2 2

2

( )

= + +( ) − × + +( )× + +
+

+ +







⋯ ⋯

⋯ ⋯

××14

We ad and subtract 

29 30

14

2
+ +( )⋯

.

= + +( ) − × + +( )× + ( ) ×29 30 2 29 30 142 2 2
⋯ ⋯ x x

= + +( ) − × + +( )× + ( ) + + ( )

= − × ×

29 30 2 29 30

29 2 29

2 2 2 2

14

2

x x x

x ++ ( )




+ + − × × + ( )





= −( ) + + −( )
=

x x x

x x

S
xx

2 2 2

2 2

30 2 30

29 30

29 77 30 84
29 30 77 84

14

29 77 30 84
29

× + + ×( ) −
+ +( ) + +( )

= × + + ×( ) −
+ + 330

14

77 84

14
14

29 77 30 84 14

29 77 30 84

×
+ +

×

= × + + ×( ) − × ×

= × + + ×( ) −

x y

xx y x y x y

y x

× × − × × + × ×

= × + + ×( ) −
+ +

× × − ×
+

14 14 14

29 77 30 84
29 30

14
14

77 +
× + × ×

= × + + ×( ) − + +( ) − + +( ) + ×

84

14
14 14

29 77 30 84 29 30 77 84

x y

y x x yy

y x x y x y

×

= × + + ×( ) − + +( ) − + +( ) + × + + ×

14

29 77 30 84 29 30 77 84

14

= −( ) −( ) + + −( ) −( )
=

29 77 30 84x y x y

S
xy

S a S

a
S

S

xx xy

xy

xx

=

=

We ad and subtract x y× ×14.

isolate a on the left side of the equation.

Combine the 
a terms.

Transpose.

now a is the 
only variable.

z

x =
+ +29 30

14

⋯

The last term is 

multiplied by 
14

14
.
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the relationship betwen the 
residuals and the slope a and 

intercept b is always

this is true for any 
linear regresion.

we did it! 
we actualy 

did it!

nice 
job!
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High temp. (°C)

Calculate the regression equation.

From z in Step 5, a
S

S

xy

xx

= . From y in Step 4, b y xa= − .

If we plug in the values we calculated in Step 1,

                                                 

a
S

S

b y xa

xx

xy

= = =

= − = − × = −









484 9

129 7
3 7

72 6 29 1 3 7 36 4

.

.
.

. . . .

then the regression equation is

                                                   y x= −3 7 36 4. . .

It’s that simple!

Note: The values shown are rounded for the sake of printing, but 
the result (36.4) was calculated using the full, unrounded values.

a
x y

x

S

S

b y

xy

xx

= =

= −

sum of products of  and 

sum of squares of 

xxa
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so, Miu, What 
are the average 
values for the 

high temperature 
and the iced tea 

orders?

The regresion 
equation can be...

now, if we 
set x to  the 

average value 
(x)  we found 

before... se what 
hapens?

when x is the 
average, so is y!

...rearanged 
like this.

i se!

it does!

That’s from step 4!

Remember, 
the average 

temperature isx 
and the average 

number of orders 
is y. now for a 

litle magic. 

29.1°C and  
72.6 orders.

Without 
loking, i can 

tel you that the 
regresion equation 

croses the point 
(29.1, 72.6).
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High temp. (°C)

let me 
se...



78 Chapter 2 simple Regresion Analysis

next, we'l 
determine the 
acuracy of 

the regresion 
equation we have 

come up with.

why? what wil 
that tel us?

the dots are 
closer to the 

regresion line 
in the left graph.

hm...

right!
anything 

else?

wel, the 
graph on 

the left has 
a steper 
slope...

miu, can you se a 
diference betwen 
these two graphs?

r-square?

step 3: Calculate the correlation coefficient (R ) and 
assess our population and assumptions.

example data and its regresion equationour data and its regresion equation
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When a regresion 
equation is 

acurate, the 
estimated values 

(the line) are 
closer to the 

observed values 
(dots).

that's why we 
ned R !

The corelation 
coeficient from 

earlier, right? 

Right! we use R to represent an 
index that measures the acuracy 

of a regresion equation. The index 
compares our data to our predictions—

in other words, the measured x and y 
to the estimated x̂ and ŷ .

so 
acurate 

means 
realistic?

right. Acuracy 
is important, but 
determining it by 

loking at a graph 
is prety subjective.

the dots 
are 

close.

yes, that's true.

the dots 
are kind 
of far.

Ta-da!

R is also caled 
the pearson 

product moment 
corelation 
coeficient 
in honor of 

mathematician 
karl pearson.

i se!

Corelation 
Coeficient



80 Chapter 2 simple Regresion Analysis

Actual 

values 

y

Estimated 

values  

ŷ = 3.7x − 36.4 y y− ŷ y− ˆ y y−( )2 ŷ y−( )2ˆ y y y y−( ) −( )ˆ ˆ y y−( )ˆ
2

22nd (Mon.) 77 72.0 4.4 –0.5 19.6 0.3 –2.4 24.6

23rd (Tues.) 62 68.3 −10.6 –4.3 111.8 18.2 45.2 39.7

24th (Wed.) 93 90.7 20.4 18.2 417.3 329.6 370.9 5.2

25th (Thurs.) 84 79.5 11.4 6.9 130.6 48.2 79.3 20.1

26th (Fri.) 59 57.1 −13.6 –15.5 184.2 239.8 210.2 3.7

27th (Sat.) 64 72.0 −8.6 –0.5 73.5 0.3 4.6 64.6

28th (Sun.) 80 83.3 7.4 10.7 55.2 114.1 79.3 10.6

29th (Mon.) 75 79.5 2.4 6.9 5.9 48.2 16.9 20.4

30th (Tues.) 58 53.3 −14.6 –19.2 212.3 369.5 280.1 21.6

31st (Wed.) 91 87.0 18.4 14.4 339.6 207.9 265.7 16.1

1st (Thurs.) 51 57.1 −21.6 –15.5 465.3 239.8 334.0 37.0

2nd (Fri.) 73 79.5 0.4 6.9 0.2 48.2 3.0 42.4

3rd (Sat.) 65 60.8 −7.6 –11.7 57.3 138.0 88.9 17.4

4th (Sun.) 84 75.8 11.4 3.2 130.6 10.3 36.6 67.6

Sum 1016 1016 0 0 2203.4 1812.3 1812.3 391.1

Average 72.6 72.6

Here’s the equation. 
We calculate these 
like we did Sxx and 

Sxy before.

this loks 
familiar.

Se isn't necesary for 
calculating R, but i included 

it because we'l ned it later.

THAT’s noT 
To BAD!

ŷy S S SeSyy ŷŷ ŷŷ

Regresion function!

R
y y

y
=

×

sum of products  and 

sum of squares of sum of squar

ˆ

ees of ˆ

.

. .
.

ˆ

ˆ ˆy

S

S S

yy

yy yy

=
×

=
×

=
1812 3

2203 4 1812 3
0 9069
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if we square R, 
it's caled the 
coeficient of 

determination and 
is writen as R2.

i am a 
corelation coeficient.

lowest... 
.5...

sure 
thing.

i am a corelation coeficient, 
to.

i am a 
coeficient of 
determination.

now try finding the 
value of R2.

it's .8225.

the higher the 
acuracy of the 

regresion equation, 
the closer the R2 value 
is to 1, and vice versa.

unfortunately, there 
is no universal 

standard in statistics.

so how high does R2 
ned to be for the 

regresion equation 
to be considered 

acurate?

but generaly we 
want a value of at 

least .5.

...how much 
variance is 

explained by 
our regresion 

equation.

R2 can be an 
indicator of...

An R2 of zero indicates that 
the outcome variable can’t 
be reliably predicted from 

the predictor variable.
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the value  
of R2 for our 

regresion equation 
is wel over .5, so our 

equation should be 
able to estimate iced 
tea orders relatively 

acurately.

Jot this equation 
down. R2 can be 

calculated directly 
from these values. 

Using our norns data, 
1 − (391.1 / 2203.4) = 

.8225 ! 

ic
e
d
 t

e
a
 o

r
d
e
r
s

High temp. (°C)

R 2 = .8225

yay R 2!

That’s 
handy!

now to ases the 
population and  
verify that our 

asumptions  
are met!

oh...

i meant to ask 
you about that. 

what population? 
japan? earth?

actualy, the 
population 

we're talking 
about isn't 
people— 
it's data.

we've finished the 
first thre steps.

horay!

samples and Populations

R
a S

S

S

S

xy

yy

e

yy

2

2

1=








 =

×
= −

correlation

coefficient



here, lok 
at the tea 
rom data 

again.

how many days 
are there 
with a high 

temperature  
of 31°C?

the 25th, 29th, 
and 2nd... 
so thre.

i can make a 
chart like this 

from your 
answer.

now, 
consider 

that...

...these thre days 
are not the only 
days in history 

with a high of 31°C, 
are they?

there must have ben 
many others in the 
past, and there wil 
be many more in the 

future, right?

of course.

so...

25th

29th

2nd

 High temp. (°C) Iced tea orders

22nd (Mon.) 29 77

23rd (Tues.) 28 62

24th (Wed.) 34 93

25th (Thurs.) 31 84

26th (Fri.) 25 59

27th (Sat.) 29 64

28th (Sun.) 32 80

29th (Mon.) 31 75

30th (Tues.) 24 58

31st (Wed.) 33 91

1st (Thurs.) 25 51

2nd (Fri.) 31 73

3rd (Sat.) 26 65

4th (Sun.) 30 84
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thanks, risa. 
i get it now.

god! on to 
diagnostics, 

then.

samples 
represent the 

population.
i se!

Population

Population

Population

Population

Population
Population

Population

high of 25°

high of 26°

high of 29°

high of 33°

high of 34°

high of 30°

high of 32°

high of 28°
23rd

3rd

28th

26th   1st

22nd  27th

4th

31st

3oth

25th
25th

29th

29th

2nd
2nd

3o
th 26 th

4 th

29 th

2
9
th

2
9
th

27 th

25 th

2
5

th

2
5

th

2
4
th

31 st

28 th

23 rd

22 nd

3 rd

2
nd

2
n
d

2
n
d

1 st

24th

Population

Population

Population

sample

sample

sample

sample
sampling

sample

sample

sample

sample

sample

sample
days with 

high of 24°

these thre 
days are a 
sample...

...from the population of al 
days with a high temperature of 
31°C. We use sample data when it’s 
unlikely we’l be able to get the 
information we ned from every 
single member of the population.

That makes 
sense.

ic
ed te

a o
rders

iced te
a 

orders

ic
ed te

a o
rders

ic
ed te

a o
rders

Hig
h te

m
p. 

(°C
)

al days with high 
temperature of 31°

for days with the 
same number of 
orders, the dots 

are stacked.

High temp. (°C)

High temp. (°C)

High temp. (°C)

flip



ic
ed

 t
ea

 o
rd

er
s

same 
shape

a regresion 
equation is 

meaningful only 
if a certain 

hypothesis is 
viable.

here it is:

let’s take it slow.  
first lok at the 

shapes on this graph.

These shapes 
represent the entire 

population of iced tea 
orders for each high 
temperature. since we 

can’t posibly know the 
exact distribution for each 

temperature, we have to 
asume that they must al 

be the same: a normal,  
bel-shaped curve.

alternative hypothesis

the number of orders of iced tea on 
days with temperature x°C folows a 

normal distribution with mean Ax+B and 
standard deviation σ (sigma).

High temp. (°C)

like 
what?

Assumptions of normality
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“must al be 
the same”?

could they difer 
acording to 
temperature?

won’t the 
distributions 
be slightly 
diferent?

they’re never 
exactly the same.

but we must asume 
that they Are! 

regresion depends 
on the asumption 

of normality!

just believe it, 
okay?

by the way, Ax+B is caled 
the population regresion. 
The expresion ax+b is the 

sample regresion.

i can 
do that.

god 
point.

C
o
ld

 
d
ay

Ho
t 

d
ay

you’re 
a sharp 
one...

 population regresion

i’l
 p

ut
 

th
at

 

in
 m

y 

no
te

s.
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now, let’s 
return to the 
story about 
A, B, and σ.

perfect!

wel, the 
regresion 

equation was 
y = 3.7x − 36.4, 

so... 

A, B, and σ are 
coeficients 
of the entire 
population.

Do you recal a, b, 
and the standard 
deviation for 
our norns 

data?

A, like a, 
is a slope. 

B, like b, is an 
intercept. And σ 
is the standard 

deviation.

population 

regres
ion is 

also near here?

step 4: Conduct the analysis of variance.

•	 A is about 3.7

•	 B is about –36.4

•	 σ is about 
391 1

14 2

391 1

12
5 7

. .
.

−
= =

is that right?

•	 a should be close to A

•	 b should be close to B

•	
Se

number of individuals − 2

if the regresion equation is

should be 

close to σ
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"close to" sems 
so vague. Can’t we 
find A, B, and σ with 

more certainty?

however...

...we can determine 
once and for al 

whether A = 0!

you should 
lok more 
excited! this 
is important!

... imagine if A 
were zero...

since A, B, and σ are 
coeficients of the 

population, we’d 
ned to use al the 
norns iced tea and 

high temperature data 
throughout history! we 
could never get it al.

Tah-ruh!
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nul hypothesisthe number of orders of 
iced tea on days with high 
temperature x °C folows 

a normal distribution with mean B and standard deviation σ.(A is absent!)

that would 
make this 
dreaded 

hypothesis 
true!

A is 
gone!

if the slope A = 0, the line is 
horizontal. That means iced 
tea orders are the same, 
no mater what the high 

temperature is!

the temperature 
doesn't mater!

sample 

regres
ion is 

about equal 

to population 

regres
ion

ic
ed te

a o
rders

High Temp. (°C)

population regres
ion

sample regresion

How do we 
find out 
about A?

we can do an 
Analysis of 

Variance (ANOVA)!

let’s do the 
analysis and se 
what fate has in 

store for A. 

this is 
geting 
exciting.

anova
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so A ≠ 0, 
what a relief!

Step 1 Define the population. The population is “days with a high temperature of 

x degrees.”

Step 2 Set up a null hypothesis and 

an alternative hypothesis.

Null hypothesis is A = 0.

Alternative hypothesis is A ≠ 0.

Step 3 Select which hypothesis test 

to conduct.

We’ll use analysis of one-way variance.

Step 4 Choose the significance level. We’ll use a significance level of .05.

Step 5 Calculate the test statistic 

from the sample data.

The test statistic is:

Plug in the values from our sample regression 

equation:

The test statistic will follow an F distribution 

with first degree of freedom 1 and second degree of 

freedom 12 (number of individuals minus 2), if the null 

hypothesis is true.

Step 6 Determine whether the 

p-value for the test statistic 

obtained in Step 5 is smaller 

than the significance level.

At significance level .05, with d1 being 1 and d2 being 12, 

the critical value is 4.7472. Our test statistic is 55.6.

Step 7 Decide whether you can reject 

the null hypothesis.

Since our test statistic is greater than the critical value, 

we reject the null hypothesis.

a

S

S

xx

e

2

1 2









÷
−number of individuals

3 7

1

129 7

391 1

2
55 6

2.

.

.
.






÷

−
=

14

the F statistic lets us test 
the slope of the line by 

loking at variance. if the 
variation around the line 
is much smaler than the 

total variance of Y, that’s 
evidence that the line 

acounts for Y’s variation, 
and the statistic wil be 

large. if the ratio is smal, 
the line doesn’t acount 

for much variation in Y, and 
probably isn’t useful!

The steps of AnoVA



step 5: Calculate the confidence intervals.

now, let’s take 
a closer lok 
at how wel 

our regresion 
equation 

represents the 
population.

in the 
population...

...lots of  
days have a  
high of 31°C,  

and the number 
of iced tea 
orders on 
those days 
varies. our 
regresion 

equation 
predicts only 

one value 
for iced tea 

orders at that 
temperature.

how do we 
know that 

it’s the right 
value?

we can’t know 
for sure. We 

chose the most 
likely value: the 
population mean.

if the population has a 
normal distribution...

huh? the ranges 
difer, depending 
on the value of x !

the mean number 
of orders is 

somewhere in here.

okay, i’m 
ready!

ic
ed

 t
ea

 o
rd

er
s

ic
ed

 t
ea

 o
r
de

rs
High temp. (°C)

High temp. (°C)

maximum 
mean 

orders

regresion 
equation

minimum 
mean 

orders

days with a high 
of 31°C can expect 
aproximately the 

mean number of iced 
tea orders. We can’t 
know the exact mean, 
but we can estimate 
a range in which it 

might fal. 
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we calculate an 
interval for each 

temperature.

even this interval 
isn’t absolutely 
guaranted to 

contain the true 
population mean. 
our confidence 
is determined by 
the confidence 

coeficient.

as you noticed, the 
width varies. it’s 

smaler near x–
 
, which 

is the average high 
temperature value.

now, 
confidence... ...is no ordinary 

coeficient.

you chose 
the confidence 
coeficient, and 
you can make it 
any percentage 

you want. 

you would then say “a 42% 
confidence interval for iced tea 

orders when the temperature is 31°C 
is 30 to 35 orders,” for example!

?

confidence 

int
erval

m
o

r
e
 

o
r
d
e
r
s

f
e
w

e
r
 

o
r
d
e
r
s

sounds 
familiar!

i chose?

i wil make it 42%.

there is no 
equation to 
calculate it, 
no set rule. 

when calculating a confidence 
interval, you chose the 

confidence coeficient first. 
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wel, most 
people 

chose either 
95% or 99%.

42% is to 
low to 
be very 

meaningful.

Hey, if our 
confidence is based 
on the coeficient, 
isn’t higher beter?

true, our confidence 
is higher when we 

chose 99%, but the 
interval wil be much 

larger, to.

oh sure...

swet!

now, shal we 
calculate the 

confidence interval 
for the population 
of days with a high 

temperature of 31°C?

yes, 
let’s!

Hm, i se.

however, if the 
confidence coeficient 
is to low, the result is 

not convincing.

the number of orders 
of iced tea is probably 

betwen 40 and 80!

the number of orders 
of iced tea is almost 

certainly betwen 
0 and 120!

which should i chose?

wel, not 
necesarily.

that’s not 
surprising.
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to calculate a 99% confidence interval, 
just change

F(1,14 – 2;.05) = 4.7

to

F(1,14 – 2;.01) = 9.3

here’s how to calculate a 95% 
confidence interval for iced tea 

orders on days with a high of 31°C.

(Refer to page 58 for an explanation of F(1,n–2;.05) = 4.7, and so on.)

where n is the number of data points in our sample and F is a ratio of 
two chi-squared distributions, as described on page 57.

so we are 95% sure 
that, if we lok at the 

population of days 
with a high of 31°C, the 
mean number of iced 

tea orders is betwen 
76 and 83.

exactly!

Number of  
orders of iced tea

This is the confidence interval.

79.5 + 3.9 = 83.479.5* − 3.9 = 75.6

Distance from the estimated mean is 

   31 × a + b= 31 × 3.7 − 36.4= 79.5

    F n
n

x x

S

S

n

F

xx

e1 2 05
1

2

1 14 2 05

0

2

, ;.

, ;.

−( ) × +
−( )










×

−

= −( ) ×× +
−( )










×

−

=

1

14

31 29 1

129 7

391 1

14 2

3 9

2
.

.

.

.

* The value 79.5 was calculated using unrounded numbers.
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step 6: Make a prediction!

at last, we 
make the 

prediction.
the final 

step!

if tomorow’s 
high temperature 

is 27°C...

...how many iced 
tea orders wil 

we get at the shop 
tomorow?

hm, the 
regresion 
equation is 

y = 3.7x − 36.4...

bingo!

...so 
it’s 64!*

to
mor

ow’s 

weath
er

fair

high 
27°C

 

lo
w 20°C 

Rain 
0%

* This calculation was performed using rounded figures. 
if you’re doing the calculation with the ful,  

unrounded figures, you should get 64.6.



96 Chapter 2 simple Regresion Analysis

but wil there 
be exactly 
64 orders?

that's a great 
question.

We should 
get close to 

64 orders because 
the value of R2 is 

0.8225, but... 
how close? 

How can we 
posibly know 

for sure?

we'l pick a 
coeficient and 
then calculate a 

range in which iced 
tea orders wil 
most likely fal.

didn't we 
just do 
that?

not quite. before, we 
were predicting the 
mean number of iced 
tea orders for the 
population of days 
with a certain high 

temperature, but now 
we're predicting the 
likely number of iced 
tea orders on a given 

day with a certain 
temperature.

i don't 
se the 

diference.

we'l make a 
prediction interval! 
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confidence intervals 
help us ases the 

population.

prediction intervals 
give a probable range 

of future values.

the prediction 
interval loks like a 
confidence interval, 
but it’s not the same.

As with a 
confidence 
interval, we 

ned to chose 
the confidence 

coeficient 
before we can do 
the calculation. 

Again, 95% and 99% 
are popular. 

i just calculated 
an interval, so 
this should be 

a snap. 

the calculation is 
very similar, with 

one important 
diference...

the prediction 
interval wil be 
wider because 
it covers the 

range of 
al expected 

values, not just 
where the mean 

should be.

the future 
is always 

surprising.

now, try 
calculating 

the prediction 
interval 
for 27°C.

no sweat!

how many 
orders wil 

i get?

predictio
n 

int
erval

prediction 
interval

confidence 
interval

m
in

im
u
m
 

o
r
d
e
r
s

m
a
x
im

u
m
 

o
r
d
e
r
s

r
e
g

r
e
s

io
n
 

e
q

u
a
t
io

n

what’s the 
population 

like?
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so we're 95% confident 
that the number of 

iced tea orders wil be 
betwen 52 and 78 when 

the high temperature 
for that day is 27°C.

that's 
the idea!

The estimated number of tea orders we 
calculated earlier (on page 95) was rounded, 

but we’ve used the number of tea orders 
estimated using unrounded numbers, 64.6, here.

Here we used the F distribution to find the 
prediction interval and population regresion. 

Typicaly, statisticians use the T distribution 
to get the same results.

here's how we calculate a 95% prediction 
interval for tomorow's iced tea sales.

64.6 + 13.1 = 77.7*64.6 – 13.1 = 51.5    27 × a + b
= 27 × 3.7 – 36.4
= 64.6

Number of  
orders of iced tea

This is the prediction interval.

Distance from the estimated value is

* This calculation was performed using the rounded numbers 
shown here. The ful, unrounded calculation results in 77.6.
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what are you 
staring at?

how was it?

it was dificult 
at times... ...but i’m catching 

on. i think i can 
do this.

oh! i was 
daydreaming.

and predicting 
the future 
is realy 
exciting!

we can make 
al kinds of 
predictions 
about the 

future.

like, how many 
days until you 

finaly talk to him.

yeah, it 
rocks!

you made 
it through 

today’s leson. 

Heh heh!
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Which steps Are necessary?

Remember the regression analysis procedure introduced on  
page 68?

1. Draw a scatter plot of the independent variable versus the 
dependent variable. If the dots line up, the variables may be 
correlated.

2. Calculate the regression equation.

3. Calculate the correlation coefficient (R) and assess our popula-
tion and assumptions.

4. Conduct the analysis of variance.

5. Calculate the confidence intervals.

6. Make a prediction!

In this chapter, we walked through each of the six steps, but it 
isn’t always necessary to do every step. Recall the example of Miu’s 
age and height on page 25. 

•	 Fact: There is only one Miu in this world.

•	 Fact: Miu’s height when she was 10 years old was 137.5 cm.

Given these two facts, it makes no sense to say that “Miu’s 
height when she was 10 years old follows a normal distribution 
with mean Ax + B and standard deviation σ.” In other words, it’s 
nonsense to analyze the population of Miu’s heights at 10 years old. 
She was just one height, and we know what her height was.

In regression analysis, we either analyze the entire population 
or, much more commonly, analyze a sample of the larger popula-
tion. When you analyze a sample, you should perform all the steps. 
However, since Steps 4 and 5 assess how well the sample represents 
the population, you can skip them if you’re using data from an entire 
population instead of just a sample.

NOTE  We use the term statistic to describe a measurement of a char-
acteristic from a sample, like a sample mean, and parameter to 
describe a measurement that comes from a population, like a 
population mean or coefficient.

standardized Residual

Remember that a residual is the difference between the measured 
value and the value estimated with the regression equation. The 
standardized residual is the residual divided by its estimated 
standard deviation. We use the standardized residual to assess 
whether a particular measurement deviates significantly from 
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the trend. For example, say a group of thirsty joggers stopped 
by Norns on the 4th, meaning that though iced tea orders were 
expected to be about 76 based on that day’s high temperature, cus-
tomers actually placed 84 orders for iced tea. Such an event would 
result in a large standardized residual.

Standardized residuals are calculated by dividing each residual 
by an estimate of its standard deviation, which is calculated using 
the residual sum of squares. The calculation is a little complicated, 
and most statistics software does it automatically, so we won’t go 
into the details of the calculation here.

Table 2-1 shows the standardized residual for the Norns data 
used in this chapter.

Table 2-1: Calculating the standardized residual

High 

temperature

x

Measured 

number of 

orders of 

iced tea

y

Estimated 

number of 

orders of 

iced tea Residual Standardized 

residual

22nd (Mon.) 29 77 72.0 5.0 0.9

23rd (Tues.) 28 62 68.3 –6.3 –1.2

24th (Wed.) 34 93 90.7 2.3 0.5

25th (Thurs.) 31 84 79.5 4.5 0.8

26th (Fri.) 25 59 57.1 1.9 0.4

27th (Sat.) 29 64 72.0 –8.0 –1.5

28th (Sun.) 32 80 83.3 –3.3 –0.6

29th (Mon.) 31 75 79.5 –4.5 –0.8

30th (Tues.) 24 58 53.3 4.7 1.0

31st (Wed.) 33 91 87.0 4.0 0.8

1st (Thurs.) 25 51 57.1 –6.1 –1.2

2nd (Fri.) 31 73 79.5 –6.5 –1.2

3rd (Sat.) 26 65 60.8 4.2 0.8

4th (Sun.) 30 84 75.8 8.2 1.5

As you can see, the standardized residual on the 4th is 1.5. If 
iced tea orders had been 76, as expected, the standardized residual 
would have been 0.

Sometimes a measured value can deviate so much from the 
trend that it adversely affects the analysis. If the standardized 
residual is greater than 3 or less than –3, the measurement is 
 considered an outlier. There are a number of ways to handle out-
liers, including removing them, changing them to a set value, 
or just keeping them in the analysis as is. To determine which 
approach is most appropriate, investigate the underlying cause 
of the outliers.

ˆ . .y x= −3 7 36 4 y y− ˆ
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interpolation and extrapolation

If you look at the x values (high temperature) on page 64, you can 
see that the highest value is 34°C and the lowest value is 24°C. 
Using regression analysis, you can interpolate the number of iced 
tea orders on days with a high temperature between 24°C and 34°C 
and extrapolate the number of iced tea orders on days with a high 
below 24°C or above 34°C. In other words, extrapolation is the esti-
mation of values that fall outside the range of your observed data. 

Since we’ve only observed the trend between 24°C and 34°C, we 
don’t know whether iced tea sales follow the same trend when the 
weather is extremely cold or extremely hot. Extrapolation is there-
fore less reliable than interpolation, and some statisticians avoid it 
entirely.

For everyday use, it’s fine to extrapolate—as long as you’re 
aware that your result isn’t completely trustworthy. However, avoid 
using extrapolation in academic research or to estimate a value 
that’s far beyond the scope of the measured data.

Autocorrelation

The independent variable used in this chapter was high tempera-
ture; this is used to predict iced tea sales. In most places, it’s 
unlikely that the high temperature will be 20°C one day and then 
shoot up to 30°C the next day. Normally, the temperature rises or 
drops gradually over a period of several days, so if the two variables 
are related, the number of iced tea orders should rise or drop grad-
ually as well. Our assumption, however, has been that the deviation 
(error) values are random. Therefore, our predicted values do not 
change from day to day as smoothly as they might in real life. 

When analyzing variables that may be affected by the passage of 
time, it’s a good idea to check for autocorrelation. Autocorrelation 
occurs when the error is correlated over time, and it can indicate 
that you need to use a different type of regression model. 

There’s an index to describe autocorrelation—the Durbin-
Watson statistic, which is calculated as follows:
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The equation can be read as “the sum of the square of 
each residual minus the previous residual, divided by the sum 
of each residual squared.” You can calculate the value of the  
Durbin-Watson statistic for the example in this chapter:

( . . ) ( . ( . )) ( . . )

. ( . ) .

− − + − − + + −
+ − + +

=6 3 5 0 2 3 6 3 8 2 4 2

5 0 6 3 8 2

2 2 2

2 2 2




11 8.

The exact critical value of the Durbin-Watson test differs for 
each analysis, and you can use a table to find it, but generally we 
use 1 as a cutoff: a result less than 1 may indicate the presence of 
autocorrelation. This result is close to 2, so we can conclude that 
there is no autocorrelation in our example. 

nonlinear Regression

On page 66, Risa said:

This equation is linear, but regression equations don’t have 
to be linear. For example, these equations may also be used as 
regression equations:

 
·  y a x b

·

·

·

 

 

 

y
a

x
b

y a x b

y ax bx c

= +

= +

= + +2

log×

The regression equation for Miu’s age and height introduced on 

page 26 is actually in the form of y
a

x
b= +  rather than y = ax + b.

The goal of regresion analysis 
is to obtain the regresion 

equation in the form of  
y = ax + b.
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Of course, this raises the question of which type of equation 
you should choose when performing regression analysis on your 
own data. Below are some steps that can help you decide.

1. Draw a scatter plot of the data points, with the dependent vari-
able values on the x-axis and the independent variable values on 
the y-axis. Examine the relationship between the variables sug-
gested by the spread of the dots: Are they in roughly a straight 
line? Do they fall along a curve? If the latter, what is the shape 
of the curve?

2. Try the regression equation suggested by the shape in the 
variables plotted in Step 1. Plot the residuals (or standardized 
residuals) on the y-axis and the independent variable on the 
x-axis. The residuals should appear to be random, so if there 
is an obvious pattern in the residuals, like a curved shape, this 
suggests that the regression equation doesn’t match the shape 
of the relationship. 

3. If the residuals plot from Step 2 shows a pattern in the  residuals, 
try a different regression equation and repeat Step 2. Try the 
shapes of several regression equations and pick one that appears 
to most closely match the data. It’s usually best to pick the sim-
plest equation that fits the data well.

Transforming nonlinear equations into linear equations 

There’s another way to deal with nonlinear equations: simply turn 
them into linear equations. For an example, look at the equation for 
Miu’s age and height (from page 26):

y
x

+ = − +326 6
1

.
773 3.

You can turn this into a linear equation. Remember:

If 
1

x
X= , then 

1

X
x= .

So we’ll define a new variable X, set it equal to 
1

x
, and use X 

in the normal y = aX + b regression equation. As shown on page 76, 

the value of a and b in the regression equation y = aX + b can be 

calculated as follows:

a
S

S

b y Xa

Xy

XX

=

= −








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We continue with the analysis as usual. See Table 2-2.

Talbe 2-2: Calculating the regresion equation

Age 

x

1____
age

1

x
X=

Height 

y y y−− X X−( )
2 y y−−(( ))2

X X−( ) y y−( )

4 0.2500 100.1 0.1428 −38.1625 0.0204 1456.3764 −5.4515
5 0.2000 107.2 0.0928 −31.0625 0.0086 964.8789 −2.8841
6 0.1667 114.1 0.0595 −24.1625 0.0035 583.8264 −1.4381
7 0.1429 121.7 0.0357 −16.5625 0.0013 274.3164 −0.5914
8 0.1250 126.8 0.0178 −11.4625 0.0003 131.3889 −0.2046
9 0.1111 130.9 0.0040 −7.3625 0.0000 54.2064 −0.0292

10 0.1000 137.5 −0.0072 −0.7625 0.0001 0.5814 −0.0055
11 0.0909 143.2 −0.0162 4.9375 0.0003 24.3789 −0.0802
12 0.0833 149.4 −0.0238 11.1375 0.0006 124.0439 −0.2653
13 0.0769 151.6 −0.0302 13.3375 0.0009 177.889 −0.4032
14 0.0714 154.0 −0.0357 15.7375 0.0013 247.6689 −0.5622
15 0.0667 154.6 −0.0405 16.3375 0.0016 266.9139 −0.6614
16 0.0625 155.0 −0.0447 16.7375 0.0020 280.1439 −0.7473
17 0.0588 155.1 −0.0483 16.8375 0.0023 283.5014 −0.8137
18 0.0556 155.3 −0.0516 17.0375 0.0027 290.2764 −0.8790
19 0.0526 155.7 −0.0545 17.4375 0.0030 304.0664 −0.9507

Sum 184 1.7144 2212.2 0.0000 0.0000 0.0489 5464.4575 −15.9563
Average 11.5 0.1072 138.3

According to the table:

a
S

S

b y Xa

Xy

XX

= =
−

= −

= − = − × −

15 9563

0 0489
326 6

138 2625 0 1072 326

.

.
.

. .

*

.. .6 173 3( ) =









So the regression equation is this:

    y X= − + = − +326 6 173 3. .

                                                     
height 

            
1

age
                                            

* If your result is slightly different from 326.6, the difference might be due to 

rounding. If so, it should be very small.

X X−( )
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which is the same as this:

y
x

= − + = − +326 6
1

.
773 3.

                                  
We’ve transformed our original, nonlinear equation into a 

linear one!

= − + = − +

                                  
                                           

height    age

x
= − + = − +

           
height    age


